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ABSTRACT
How to generate conditional synthetic data for a domain without
utilizing information about its labels/attributes? Our work presents
a solution to the above question. We propose a transfer learning-
based framework utilizing normalizing flows, coupled with both
maximum-likelihood and adversarial training. We model a source
domain (labels available) and a target domain (labels unavailable)
with individual normalizing flows, and perform domain alignment
to a common latent space using adversarial discriminators. Due
to the invertible property of flow models, the mapping has exact
cycle consistency. We also learn the joint distribution of the data
samples and attributes in the source domain by employing an en-
coder to map attributes to the latent space via adversarial training.
During the synthesis phase, given any combination of attributes,
our method can generate synthetic samples conditioned on them
in the target domain. Empirical studies confirm the effectiveness of
our method on benchmarked datasets. We envision our method to
be particularly useful for synthetic data generation in label-scarce
systems by generating non-trivial augmentations via attribute and
component transformations. These synthetic samples will introduce
more entropy into the label-scarce domain than their geometric
and photometric transformation counterparts, helpful for robust
downstream tasks.
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1 INTRODUCTION
A large majority of the real-world signals obtained are unlabeled,
and require significant human effort or machine intelligence for
labeling. This has led to a surge in popularity of unsupervised learn-
ing algorithms. A prominent branch of such algorithms, generative
modeling, has proven to be efficient in transferring knowledge
gained from one (or multiple) domain(s) to other domain(s). Vari-
ants of such approaches include cross-domain translation [21, 44],
domain adaptation for classification [19, 46] etc. By jointlymodeling
the data samples and their labels/attributes, variations of condi-
tional synthesis methods have been proposed [28, 31, 32], which
during inference phase, can generate synthetic conditional samples.
We combine both the above avenues of cross-domain translation
along with conditional synthesis and propose a framework capable
of generating conditional samples for a domain without utilizing
its labels/attributes for training.

Prior works on cross-domain translation involve construction
of a mapping between two (or more) unpaired domains. The trans-
lation consistency is maintained by introducing some form of in-
ductive bias terms such as cycle consistency [44], semantic con-
sistency [35], entropic regulation [5] etc. Most of the proposed
models for domain translation are generative adversarial network
(GAN) [16] based and involve many-to-one/one-to-many mappings,
making the cycle consistency only approximate. A recent work,
Alignflow [17] achieves exact cycle consistency by modeling the
domains with normalizing flows via a common latent space. Nor-
malizing flows [12, 24] are a class of generative models which map
an unknown and complex data distribution to a latent space with
a simple (e.g. standard gaussian) prior distribution via invertible
mappings. Another benefit with having flow model mappings is
that they offer a rich latent space, which is suitable for a number of
downstream tasks, such as semi-supervised learning [32], synthetic
data augmentation and adversarial training [4], text analysis and
model based control etc. Conditional synthesis has been explored
by CGAN [31] by augmenting the conditions with the data and
processing it via GAN and by ACGAN [32] by introducing an auxil-
liary classifier for the conditions. This becomes challenging for flow
models which are bijective in nature, and hence indirect methods
must be adopted to jointly model data and the conditions. Liu et al.
[28] propose an encoder-discriminator-classifier-decoder based ap-
proach on flow latent space which can generate synthetic samples
for a domain by passing its conditions via encoders to the data via
a flow network. They show improvements in varying the quality
of generated images for handles relating to various features.

We present CDCGen, a generative framework that is capable
of transferring knowledge across multiple domains and using it to
generate synthetic samples for domains lacking information about
labels/attributes. We model the label/attribute scarce domain as
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Table 1: Comparison of CDCGen with state-of-the-art cross domain translation and conditional syntheis models. Across the
board, CDCGen features all the advantages over other models.

Model Cross-Domain
Translation

Cycle Consistency Independent Conditional
Synthesis

Availability of Latent Space Em-
beddings

XGAN [35] ✓ Approximate ✗ ✗

CycleGan [44] ✓ Approximate ✗ ✗

Taigman et al. [38] ✓ Approximate ✗ ✗

Alignflow [17] ✓ Exact ✗ ✓

CGAN [31] ✗ – ✓ ✗

ACGAN [33] ✗ – ✓ ✗

CAGlow [28] ✗ – ✓ ✓

CDCGen (ours) ✓ Exact ✓ ✓

the target, and a related domain with available information about
its labels/attributes as the source. We model the source and target
domain via normalizing flows with a common latent space. For
conditional synthesis, we introduce a variant of ACGAN by using
it on the learned latent space rather than the data space, and train
it with only the data and available labels from the source domain.
The features can be manipulated easily in the latent space, which
is learnt by the conditional synthesis network. During inference
phase, CDCGen offers independently specifying conditions, encod-
ing them to a common latent space and moving through the inverse
flow to generate conditional synthetic samples in the target domain.
Table 1 summarizes the comparison between CDCGen and other
related models for different feature availability. CDCGen comes out
to be an amalgamation of all features available among the model
selections.

We establish the CDCGen framework and conduct empirical
evaluations with benchmarked image datasets. CDCGen shows en-
couraging performance in domain alignment, as well as conditional
generation for all source and target combinations.

2 PRELIMINARIES
Flow-based generative models and generative adversarial networks
constitute the major building blocks for proposed CDCGen. In this
section, we will briefly describe the functioning of both types of
generative models. We will also iterate through the related works
in the space of cross-domain translation and conditional synthesis.

2.1 Flow-based Generative Models
Let X be a high-dimensional random vector with unknown true
distribution 𝑝 (𝑥). The following formulation is directly applicable
to continuous data, and with some pre-processing steps such as
dequantization [18, 37, 41] to discrete data. Let Z be the latent
variable with a known standard distribution 𝑝 (𝑧), such as a standard
multivariate gaussian. Using an i.i.d. dataset D, the target is to
model 𝑝𝜽 (𝑥) with parameters 𝜽 . A flow, F is defined to be an
invertible transformation that maps observed data X to the latent
variable Z. A flow is invertible, so the inverse function T maps Z
to X, i.e.

Z = F (X) = T−1 (X) and X = T (Z) = F −1 (Z) (1)

The log-likelihood can be expressed as,

log 𝑝𝜽 (𝑥) = log𝑝 (𝑧) + log
����det ( 𝜕F (𝑥)𝜕𝑥𝑇

)���� (2)

where
𝜕F (𝑥)
𝜕𝑥𝑇

is the Jacobian of F at 𝑥 . The training of flow models
is accomplished via maximum-likelihood estimation. Confirming
with the qualifying properties for a flow as above, different types
of flow models have been introduced to efficiently estimate the
distribution density and generate synthetic samples [3, 11, 12, 24].

2.2 Generative Adversarial Networks (GANs)
GANs [16] are a class of implicit generative models which work
based on the principles of a mini-max game. It involves a generator
G which is tasked to generate synthetic samples from standard
noise distribution and a critic C which learns to discriminate the
samples generated by G and samples from original data distribution
𝑝𝑑𝑎𝑡𝑎 . The training objective for a GAN is given by,

min
G

max
C
L(C,G) =E𝑥∼𝑝𝑑𝑎𝑡𝑎 [logC(𝑥)]

+E𝑧∼standard noise distribution [log(1 − C(G(𝑧)))]

At nash equillibrium, the generator and critic are optimal, and the
generator is capable of generating samples resembling original data.
GAN based models have been particularly successful in generating
high-fidelity images [2, 23], manipulating features of images to
generate custom samples [34], audio generation [13, 14], video
generation [39] etc. Despite the potential of GANs in generating
qualitative samples, they are hard to train due to the mini-max
optimization. Unlike flow models, they lack a latent space suitable
for a number of downstream applications. Another major problem
with GANs is mode collapse, where the generator starts producing
the same output (or a small set of outputs) over and over again.
A number of remedies have been proposed to tackle this over the
years [1, 30, 36].

3 RELATEDWORK
We discuss the related work from two perspectives relevant to
the CDCGen framework, namely cross-domain translation and
conditional synthesis.
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3.1 Cross-Domain Translation
Cross-domain translation involves construction of mappings be-
tween two or more domains, by training on unpaired data samples
in both the domains. Such a problem is under-constrained and
involves aligning the domains in feature space via mappings. A
number of research in this space [27, 35, 40, 43, 44] introduce a
form of cycle consistency loss which ensures that by translating an
image from one domain to another domain via mappings and then
applying reverse mappings to translate back yields the same im-
age. XGAN [35] uses additional loss terms to incorporate semantic
consistency across domains, to match the subspace for embedding
from multiple domains and prior knowledge via pre-trained models.
However, since all the above models involve GAN based architec-
tures, they lack a latent space embedding useful for downstream
manipulation tasks [24]. Moreover, since the mappings are not guar-
anteed to be invertible, the cycle consistency is only approximate.

Alignflow [17] involves modeling each of the domains via nor-
malizing flow mappings to a common latent space [6, 7, 12]. It
has a hybrid training objective constituting both maximum likeli-
hood estimation and adversarial training. Moreover, since flows are
invertible mappings, Alignflow achieves exact cycle consistency.
However, flow models, by virtue of the training procedure, face a
challenge to align domains which are apart in terms of semantics
and/or style, apparent from the generated samples quality in com-
parison with GANs. For CDCGen, we use the best of both worlds:
flow model mappings for the domains to a common latent space,
along with loss terms useful to align the domains in the embedding
space. CDCGen offers a rich latent space, which is further utilized
for conditional synthesis in label/attribute scarce domains.

3.2 Conditional Synthesis
Conditional generative models have been introduced to generate
desired synthetic data by incorporating conditions information in
model design. From CGAN [31] which is a modification of conven-
tional GANs and works by feeding the label/attribute information
to the generating block, conditional synthesis has seen different
algorithmic variations [20, 32, 42]. A notable work, ACGAN [32]
employs an auxilliary classifier for the discriminator to classify
the class labels. A recent work, CAGlow [28] proposes a variant of
ACGAN with an encoder-decoder network, adding ability to model
unsupervised conditions. Additionally, above works deal with con-
ditional generation in a single domain. We use a variant of ACGAN
over a shared latent space for multiple domains, thereby transfer-
ring knowledge from label-rich domains to perform conditional
synthesis in label-scarce domains.

4 THE CDCGEN FRAMEWORK
In this section, we will present the CDCGen framework capable
of generating conditional synthetic samples for a domain in an
unsupervised setting. We select a domain with availability of in-
formation about the labels/attributes (namely, the source domain)
and has shared attributes with the domain for which we don’t have
information about labels/attributes (namely, the target domain).
Under this setting, the framework consists of two major networks:
one for domain alignment and one for conditional synthesis. We
consider the case of two domains, but under the assumption of

having shared attributes between the source and target domains,
the proposed method generalizes to multiple domains seamlessly.

4.1 Domain Alignment
The first step in CDCGen is to align the source and target domains.
Let the source and target domain be denoted by D𝑠 and D𝑡 with
unknownmarginal density 𝑝𝑠 and 𝑝𝑡 respectively. Both the domains
are mapped via invertible transformations (normalizing flows) F𝑠
and F𝑡 to a common latent space𝑍 , which serves as a shared feature
space for alignment. We assume the shared latent space follows a
normal gaussian distribution 𝑝 (𝑧), common for training of most
of the state-of-the-art flow models. The relationship between the
sample space and latent space can be represented as,

D𝑠
F𝑠−−→ 𝑍

F𝑡←−− D𝑡

Note that the invertible nature of the flow model is helpful in two
different ways,
• It provides a mechanism to translate between source and
target domains, with invertible mappings F𝑠→𝑡 = F −1𝑡 ◦ F𝑠
and F𝑡→𝑠 = F −1𝑠 ◦ F𝑡 .
• It helps achieve exact cycle consistency (as introduced in
CycleGAN [44] to ensure accurate representation of the map-
pings) between the domains, since F𝑠→𝑡 ◦ F𝑡→𝑠 = F −1𝑡 ◦
F𝑠 ◦ F −1𝑠 ◦ F𝑡 = 𝐼 , where 𝐼 is the identity matrix.

We use a hybrid training objective involving both maximum
likelihood estimation and adversarial training. Flow models are
trained with an unsupervised maximum likelihood loss, with a
normal gaussian prior on the latent space 𝑍 . Since there are two
flowmodels involved for the two domains, the maximum likelihood
loss is expressed as,

L𝑀𝐿𝐸 (F𝑠 ) + L𝑀𝐿𝐸 (F𝑡 )
For cross-domain mappings, adversarial loss terms are introduced.
These terms introduce inductive bias required for cross domain
translation [44]. We employ critics C𝑠 and C𝑡 for source and tar-
get domains respectively, which distinguish between real samples
(sampled from the same domain) vs. generated samples (obtained
via cross-domain mappings). For example, the adversarial loss for
source domain can be expressed as,

L𝐴𝐷𝑉 (C𝑠 , F𝑡→𝑠 ) =E𝑥𝑠∼𝑝𝑠 [logC𝑠 (𝑥𝑠 )]
+E𝑥𝑡∼𝑝𝑡 [log(1 − C𝑠 (F𝑡→𝑠 (𝑥𝑡 )))]

We also use a domain-adversarial loss [15] which forces the embed-
dings learnt by the flowmodelsF𝑠 andF𝑡 to lie in the same subspace.
This is achieved by training a classifier C𝐷𝐴𝐿 which takes the latent
space embeddings for each domain and classifies the sample to be
coming from D𝑠 or D𝑡 . It is trained in an adversarial manner, with
a classification loss function ℓ (·, ·), such as cross-entropy. L𝐷𝐴𝐿

can be expressed as,

L𝐷𝐴𝐿 (F𝑠 , C𝐷𝐴𝐿) = E𝑥𝑠∼𝑝𝑠 ℓ (D𝑠 , C𝐷𝐴𝐿 (F𝑠 (𝑥𝑠 )))
Finally, for domain alignment, the overall loss term is,

L𝐷𝑜𝑚𝑎𝑖𝑛 𝐴𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡 (F𝑠 , F𝑡 , C𝑠 , C𝑡 , C𝐷𝐴𝐿 ; _𝑠 , _𝑡 , 𝛾𝑠 , 𝛾𝑡 ) =
L𝐴𝐷𝑉 (C𝑠 , F𝑡→𝑠 ) + L𝐴𝐷𝑉 (C𝑡 , F𝑠→𝑡 ) + 𝛾𝑠L𝐷𝐴𝐿 (F𝑠 , C𝐷𝐴𝐿)

+𝛾𝑡L𝐷𝐴𝐿 (F𝑡 , C𝐷𝐴𝐿) − _𝑠L𝑀𝐿𝐸 (F𝑠 ) − _𝑡L𝑀𝐿𝐸 (F𝑡 )
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Figure 1: Illustration of training and inference methods in CDCGen. The networks inside the dashed box are for domain
alignment (Sec 4.1) and those outside are for conditional synthesis (Sec 4.2).

where, hyperparameters _𝑠 and _𝑡 dictate the relative contribution
of maximum likelihood loss, and 𝛾𝑠 and 𝛾𝑡 correspond to contribu-
tion of domain adversarial loss, both as compared to the adversarial
loss. The objective is minimized w.r.t. the parameters of the flow
models F𝑠 and F𝑡 and maximized w.r.t. parameters of C𝑠 , C𝑡 and
C𝐷𝐴𝐿 . This procedure is illustrated in the dashed box in Fig. 1(a).

4.2 Conditional Synthesis
For conditional synthesis, we propose a variant of ACGAN [33].
Instead of using class/attribute conditioning on the sample space
as done in ACGAN, we use it in the shared latent space. Under
the setting of our problem, we don’t have any information about
the labels/attributes in the target domain. So, for the conditional
synthesis part, only the attributes available from the source domain
are used for training.

We denote the available source attributes/conditions as 𝑐𝑠 ∼
𝑝 (𝑐𝑠 ), represented as one-hot encodings. Our network consists of
an encoder to model the conditions, a critic to differentiate between
the real and generated latent vectors, and an auxiliary classifier
to classify the encoded conditions. We will introduce each of the
above components and their associated loss functions separately.

Encoder: An encoder network 𝐸 encodes the conditions (𝑐𝑠 , 𝜖)
into a latent space 𝑍 ∗ (separate from the shared latent space 𝑍

for aligned domains), where 𝜖 is sampled from standard gaussian
distribution (𝑝 (𝜖)) and is helpful for incorporating stochastic be-
havior among condition vectors. Let the distribution for the above
mentioned latent space be denoted as 𝑝∗ (𝑧). Our objective is to
minimize the Jensen-Shannon (JS) divergence between the encoded
distribution 𝑝∗ (𝑧) and the shared latent distribution 𝑝 (𝑧) for aligned

domains D𝑠 and D𝑡 . So, the encoder loss is represented as,

L𝐸 = E𝜖∼𝑝 (𝜖),𝑐𝑠∼𝑝 (𝑐𝑠 ) [logC(𝐸 (𝑐𝑠 , 𝜖))]

where, C is a critic, more about which we describe now.
Critic: A critic C discriminates between the latent vectors com-

ing from generated conditional distribution 𝑝∗ (𝑧) and real shared
latent distribution 𝑝 (𝑧) for aligned domains. This is an adversarial
loss which is trained so as it is unable to distinguish the latent
vectors at equilibrium, thus enabling the encoder 𝐸 to generate
latent vectors close to the real shared latent distribution 𝑝 (𝑧). The
loss function for C is,

L𝐶𝑅𝐼𝑇 𝐼𝐶 = E𝑧∼𝑝∗ (𝑧) [logC(𝑧)] + E𝑧∼𝑝 (𝑧) [1 − logC(𝑧)]

Classifier:A classifier takes the latent vectors (𝑧 ∼ 𝑝∗ (𝑧) and 𝑧 ∼
𝑝 (𝑧)) as input and classifies the conditions (𝑐𝑠 ). The classifier loss
is a cross entropy loss between the predicted and true conditions.
If the class posterior probabilities are 𝑞(𝑐𝑠 |𝑧), the classifier loss
function can be expressed as,

L𝐶𝐿𝐴𝑆𝑆𝐼𝐹𝐼𝐸𝑅 =E𝑧∼𝑝∗ (𝑧),𝑐𝑠∼𝑝 (𝑐𝑠 )𝑞(𝑐𝑠 |𝑧)
+E𝑧∼𝑝 (𝑧),𝑐𝑠∼𝑝 (𝑐𝑠 )𝑞(𝑐𝑠 |𝑧)

The overall loss function for the conditional synthesis part is,

L𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑆𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠 =𝛽𝐸L𝐸 + 𝛽𝐶𝑟L𝐶𝑅𝐼𝑇 𝐼𝐶
+𝛽𝐶𝑙L𝐶𝐿𝐴𝑆𝑆𝐼𝐹𝐼𝐸𝑅

where 𝛽𝐸 , 𝛽𝐶𝑟 , 𝛽𝐶𝑙 are hyperparameters. The critic and the classifier
networks share their parameters except for their output blocks.
Conditional synthesis procedure is illustrated in Fig. 1(a).
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(a) Result with MNIST as source and USPS as target (b) Result with USPS as source and MNIST as target

Figure 2: Results for domain alignment between source and target domains. The top row has original samples from the source
domain. The middle row is the corresponding latent space mapping and the bottom row is the sample obtained by translating
it to the target domain. The USPS images are slightly blurred due to the upscaling applied as standard pre-processing.

4.3 Inference
CDCGen can generate conditional samples in the target domain,
even when the training process does not utilize its class/attribute
information. To generate samples with conditions 𝑐𝑠 , a latent vector
𝑧 is generated by encoding the one-hot conditions 𝑐𝑠 and 𝜖 ∼ 𝑝 (𝜖)
via the encoder network, i.e. 𝑧 = 𝐸 (𝑐𝑠 , 𝜖). Then the latent vector 𝑧 is
passed via the inverse flow F −1𝑡 to generate the desired sample in
the target domain, i.e.F −1𝑡 (𝑧). The inference schematic is illustrated
in Fig. 1(b).

5 EXPERIMENTS
In this section, we empirically evaluate CDCGen for synthetic gen-
eration in label scarce domains.

Datasets:We perform experiments on 2 standard image datasets
for digits, namely MNIST [26] and USPS. MNIST contains 60, 000
training and 10, 000 test images with ten classes corresponding to
digits from 0 to 9. USPS has 7291 training and 2007 test data with
the same classes as MNIST. To address this imbalance, for each
domain, we sample 542 images from the original training set for
each class to form the new training set. To form the test set, we
sample 147 images from the original test sets for each class. We
resize all the images to 32 × 32 for training and synthesis.

Source and Target Domain Combinations: We consider two
cases, first with MNIST as the source and USPS as the target domain,
and second, with the roles interchanged, i.e. USPS as the source and
MNIST as the target. We report results for domain alignment and
as well as subsequent conditional synthesis in the target domain,
all while not using any labels from that domain.

Networks: We use architecture from RealNVP [12] for each
of the domain flows (F𝑠 and F𝑡 ). Typical configurations for Real-
NVP can be specified as a tuple comprising 𝑁𝑠𝑐𝑎𝑙𝑒𝑠 (number of
scales), 𝑁𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 (number of channels) in the intermediate layers,
and 𝑁𝑏𝑙𝑜𝑐𝑘𝑠 (number of residual blocks in the scaling and transla-
tion networks of the coupling layers). For MNIST↔ USPS case,
both F𝑠 and F𝑡 are set to RealNVP(2, 64, 8). The critics (C𝑠 and
C𝑡 ) used convolutional discriminators from PatchGAN [21] , each
with 16 filters in the critic’s first convolutional layer. For condi-
tional synthesis, we concatenate the one-hot vector of labels with
components of random noise as input to the encoder. The vector
then passes through one fully-connected layer and eight transposed
convolutional layers with upsampling scale 2, 2, 2, 2, 2, 1, 1, 1 and
channel sizes 256, 1024, 512, 256, 128, 64, 32, 16 respectively. The

supervision block contains four convolutional layers with stride 2
and channel sizes 64, 128, 256, 512. This is followed by two separate
fully-connected layers for each network head, one for outputting
probabilities of real or fake and the other for classifying the one-hot
encoded conditions.

Optimizer: For training the domain alignment network, we use
the Adam optimizer with 𝛽1 = 0.5, 𝛽2 = 0.999, and learning rate
1 · 10−6. For training the conditional synthesis network, we use
the Adam optimizer with 𝛽1 = 0.5, 𝛽2 = 0.999, and learning rate
2 · 10−5.

5.1 Domain Alignment
In this section we present the results for domain alignment between
source and target combinations. Fig. 2(a) shows the source MNIST
samples and corresponding USPS samples by translating it via the
forward source and inverse target flows. The middle sample is
visualization of corresponding latent space sample. Fig. 2(b) depicts
the same with USPS as the source and MNIST as the target. It can
be observed that the class identity is preserved with the translation
with the style adapted for the target domains. The sharpness of
the translated samples are compromised, which is a result of the
flow model assigning some probability mass to all the samples it is
fed. This is unlike pure GAN based models which selectively assign
probability mass to meaningful samples.

Another interesting observation is the appearance of digit class
identity in latent space visualizations. This is particularly useful
from the perspective of CDCGen, since the conditional synthesis
network works based on the latent space mappings from both the
domains.

We present the t-SNE embeddings for the shared latent space in
our proposed domain alignment network for MNIST and USPS in
Fig. 3. It can be observed that the visualization has distinct clusters
for each digit class, but the embeddings from both the source and
target domain are close and belong to the same cluster for the overall
digit class clustering. The visualization allows us to infer that the
latent space has learned a subspace corresponding to each digit,
and interpolating across this subspace is effectively a conditional
feature-preserving domain transfer.

5.2 Conditional Synthesis
We trained the conditional synsthesis part of CDCGen (Section 4.2)
with source labels to generate conditional synthetic samples in the
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Figure 3: t-SNE representation of shared latent space for MNIST↔ USPS. For each digit, points for USPS are visualized with the
darker colors, and points with lighter colors correspond to MNIST.

(a) Generated samples for USPS as target (b) Generated samples for MNIST as target

Figure 4: Conditional synthetic samples generated by CDCGen. The rows represent conditioned digit classes (0-9) and the
columns include more samples for each class.

target domain. Fig. 4(a) shows the samples generated with USPS
as the target domain and Fig. 4(b) shows the samples generated
with MNIST as the target. Each row corresponds to the digit classes
which are assigned as conditions. It can be observed that CDCGen
is able to generate synthetic samples belonging to the digit class as
conditioned. There are also variations among the samples across
different columns which shows the stochastic nature of generation
by CDCGen. The compromise in sharpness of the samples generated
can be observed in the generated samples too, and is owed from
the domain alignment mappings by flow models.

6 CONCLUSIONS
CDCGen, a generative framework capable of generating conditional
synthetic samples for domains without the requirement of obtain-
ing its labels/attributes was presented. We also conducted empirical
studies with standard image datasets to observe feature transfer
and independent conditional generation. In the future, making the
conditional generation models across multiple domains can be stud-
ied with varying levels of label availability (few-shot learning) for

target domain. CDCGen can also be adapted for other modalities of
data including audio and tabular data. It can also be used alongside
real-world applications [8–10, 22, 25, 29, 45] where having access
to diverse conditional data is important, but is hard to obtain, hence
the need for synthetic data.
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